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a b s t r a c t

In Varieties of Capitalism; The Institutional Foundations of Comparative Advantage, Peter A. Hall and David
Soskice (H&S) argue that technological specialization patterns are largely determined by the prevailing
“variety of capitalism”. They hypothesize that “liberal market economies” (LMEs) specialize in radical
innovation, while “coordinated market economies” (CMEs) focus more on incremental innovation. Mark
Zachary Taylor [Taylor, M.Z., 2004. Empirical evidence against varieties of capitalism’s theory of techno-
logical innovation. International Organization 58, 601–631.] convincingly argued that Hall and Soskice’s
empirical test is fundamentally flawed and proposed a more appropriate test of their conjecture. He
rejected the varieties of capitalism explanation of innovation patterns. We extend and refine Taylor’s
Patent citations analysis, using a broader set of radicality indicators and making industry-level comparisons. Our results
indicate that Hall and Soskice’s conjecture cannot be upheld as a general rule, but that it survives closer
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. Introduction

In the extensive introduction to their influential edited volume,
eter A. Hall and David Soskice (H&S) argue that the technological
pecialization patterns of developed countries are largely deter-
ined by the “varieties of capitalism” prevailing in these countries

Hall and Soskice, 2001).1 In “liberal market economies” (LMEs), the
ctivities of economic actors are mainly coordinated through mar-

et institutions, in an environment characterized by competition
nd formal contracting. In “coordinated market economies” (CMEs),
owever, strategic interaction between firms and other actors play
much more important role in determining the rate and direction

∗ Corresponding author. Tel.: +31 50 3637317; fax: +31 50 363 7337.
E-mail addresses: d.h.m.akkermans@rug.nl (D. Akkermans), c.castaldi@geo.uu.nl

C. Castaldi), b.los@rug.nl (B. Los).
1 By now, hundreds of contributions to social sciences were inspired by H&S.

xamples of subfields influenced by H&S are political science (e.g., Kenworthy,
006; Kitson, 2005), human resource management (e.g., Aguilera and Dencker,
004), industrial relations (e.g., Hancke and Rhodes, 2005), governance studies (e.g.,
riffiths and Zammuto, 2005) and innovation studies (e.g., Casper and Kettler, 2001;
sheim and Coenen, 2006).
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er of industries and an important dimension of radicality.
© 2008 Elsevier B.V. All rights reserved.

f economic activities. Typical examples of LMEs are the US and
he UK. The group of CMEs contains Germany and Japan, among
thers.2

H&S hypothesize that LMEs would specialize in radical inno-
ation, while CMEs would focus more on incremental innovation.
e believe that H&S’s empirical test of this hypothesis is funda-
entally flawed. In a recent article, Taylor (2004) criticized H&S’s

esting procedure as well. His alternative testing procedure led him
o reject the varieties of capitalism explanation of specialization
atterns. The testing procedure we propose in this paper differs
rom Taylor’s in two main respects: it studies (de)specialization
n radical innovations at a more disaggregated level (industries
nstead of aggregate economies) and it considers a more general

et of radicality indicators.

To understand why we join Taylor (2004) in thinking that
&S’s empirical analysis yields unwarranted claims, we should
rst explain their testing procedure. They compared the innova-

2 H&S also identify an “intermediate” group, of which France and Italy are impor-
ant members (Hall and Soskice 2001, p. 21). Below, we will present H&S’s full
ategorization of countries.

http://www.sciencedirect.com/science/journal/00487333
http://www.elsevier.com/locate/respol
mailto:d.h.m.akkermans@rug.nl
mailto:c.castaldi@geo.uu.nl
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ion specialization patterns of two countries: the US (an LME) and
ermany (a CME). Data from the European Patent Office on patents
ranted in 1983–1984 and 1993–1994 were used to investigate in
hich technology classes these countries patented relatively heav-

ly. Their results indicate that the US patented relatively heavily in
echnology classes related to biotechnology, telecommunications
nd semiconductors. These are, according to H&S, technologies
haracterized by radical innovations. Germany, on the other hand,
btained relatively many patents in technology classes such as
ransport and mechanical engineering, which would feature more
ncremental innovations. These results are considered to confirm
he H&S hypothesis.

The approach of H&S can be criticized on many grounds, but
e will focus on three.3 First, it is highly questionable to contend

hat a comparison of two countries yields evidence that supports
hypothesis about much larger groups of countries.4 Second, we

gree that a technology class like semiconductors is much more
usceptible to radical innovation than a class like transport, but
ould not be surprised if the few radical innovations in transport
ould cluster in a specific country. The evidence that innovations

irrespective of their radical or incremental nature) within a tech-
ology class tend to cluster in specific geographical locations is
bundant.5 There is no reason to a priori discard the contention
hat this localization can also be observed for radical innovations
nly, too. Third, scholars of technological change provided ample
vidence of the existence of technology life cycles.6 Radical inno-
ations occur relatively often during the early stages of the life cycle
f a technology, while incremental innovations are much more
ommon in later stages. Hence, H&S’s choice to denote specific
echnologies as characterized by radical innovations and others
s characterized by incremental innovation is not without prob-
ems, if only because H&S adopt identical classifications for their
983–1984 and 1993–1994 analyses. Some of the technologies with
strong emphasis on radical innovations in the early period might
ell have entered a stage in the technology lifecycle dominated by

ncremental innovations later on.
We propose a test that does not suffer from the problems

ketched above, using data originating from the US Patent Office
nd obtained from the NBER Patent-Citations Data File. After hav-
ng used a concordance to map patent classes to industry classes,

e will construct industry-specific frequency distributions for sev-
ral measures of basicness (or “radicality”) computed from patent
itation data for the period 1975–1995. In doing so, we draw on
revious work by Trajtenberg et al. (1997) who built on the basic

dea that patented innovations that are often cited in subsequently

ssued patents are relatively more important.7 Next, the frequency
istributions will be compared with similar frequency distributions
onstructed from patents granted to several LMEs and CMEs, to
ee whether LMEs really specialize in radical innovations or not.

3 A more extensive list of problems pertaining to H&S’s empirical approach can
e found in Akkermans (2005).
4 Some of H&S’s results run counter to earlier work based on patent statistics for
much broader set of countries that focused on other aspects than LME vs. CME
ifferences, such as differences in country size (Archibugi and Pianta, 1992).
5 See, for instance, Caniëls (2000, Chapter 8) and Breschi (2000). The presence

f universities generating spillovers concerning frontier technologies (see, e.g.,
udretsch and Feldman, 1996; Piergiovanni and Santarelli, 2001) is likely to play
n important role in this clustering.
6 Utterback and Abernathy (1975) is the seminal contribution in this respect.
lepper (1996) provided a formal model explaining observed regularities.
7 Trajtenberg (1990) is generally seen as the genesis of this type of research, which

ocused solely on American issues for a long time. Maurseth and Verspagen (2002)
s an example of a recent contribution addressing citation patterns across Euro-
ean regions. See Michel and Bettels (2001) for an account of differences in citation
ractices across international patent offices.
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he non-parametric statistical testing procedures will also allow
s to find out whether such a finding (if any) holds for all indus-
ries, or for a limited subset of industries only. Our analysis adds
o Taylor (2004), whose study refuted the H&S hypothesis, in two
ays. First, we argue that the analysis should explicitly take dif-

erences across industries into account, so the appropriate level of
nalysis is the industry rather than the aggregate economy level.8

econd, we consider a broader set of radicality indicators than Tay-
or, whose analysis focused on the number of citations received. Our
lternative indicators consider the range of technologies affected by
he patented innovation as well as the range of technologies from
hich knowledge was used to arrive at the patented innovation. As
ill be shown below, this leads to a nuanced picture: Taylor is right

n burying the H&S hypothesis as a general law, but for a number of
ndustries and dimensions of radicality the H&S hypothesis appears
o be correct.

The organization of the paper is as follows. In Section 2,
e briefly discuss the broad background of the H&S distinction
etween LMEs and CMEs and H&S’s results on the prevailing types
f innovation in these countries. Section 3 introduces the testing
rocedures advocated by us, as well as a detailed description of the
ariables that play a role in these tests. Section 4 is devoted to a
iscussion of the data. The actual tests of the H&S hypothesis are
eported upon in Section 5. Section 6 concludes.

. Innovation in liberal and coordinated market economies

The H&S hypothesis revolves around two conceptualizations
hat should be discussed more extensively. First, the most
mportant differences between liberal market economies and coor-
inated market economies should be dealt with. Second, we
hould summarize how H&S look at the distinction between radi-
al and incremental innovation. This section discusses these issues,
escribes the methodologies applied by H&S and finally interprets
heir main results.

The “Varieties of Capitalism” approach advocated by H&S
tresses the notion that the way firms resolve many of the coordi-
ation problems they are confronted with varies across countries.9

MEs and CMEs can be seen as two archetypes representing the
xtremes of a continuum. In LMEs,

“. . . firms coordinate their activities primarily via hierarchies and
competitive market arrangements. (. . .) Market relationships are
characterized by the arm’s-length exchange of goods or services
in a context of competition and formal contracting. In response to
the price signals generated by such markets, the actors adjust their
willingness to supply and demand goods or services (. . .).” (Hall
and Soskice, 2001, p. 8)

In CMEs, on the other hand,

“. . . firms depend more heavily on non-market relationships to

coordinate their endeavors with other actors and to construct their
core competencies. These non-market modes of coordination gen-
erally entail more extensive relational or incomplete contracting,
network monitoring based on the exchange of private information

8 Taylor (2004) added intercept dummies for six broad technology classes to its
quations regressing the radicality of patents (measured by the number of citations
eceived) on the variety of capitalism they originated from. This approach assumes
hat the sensitivity of the radicality of innovations to originating from either an LME
r a CME is equal across technology classes.
9 In an earlier book (Albert, 1993), Michel Albert also distinguished between types

f capitalism, arguing that social coalitions and politically constructed institutions
roduce government policies and that institutional arrangements shape the effects
f government policy.
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inside networks, and more reliance on collaborative, as opposed
to competitive, relationships to build the competencies of the firm.
(. . .) the equilibria on which firms coordinate in coordinated mar-
ket economies are more often the result of strategic interaction
among firms and other actors.” (Hall and Soskice, 2001, p. 8)

To operationalize the distinction between LMEs and CMEs for
nalytical purposes, H&S proposed two indicators of institutional
ractices. These relate to corporate finance and labor markets. High

evels of stock market capitalization (defined as the ratio of the mar-
et value of listed companies to GDP) and low levels of employment
rotection (measured by a composite index of the ease of ‘hiring
nd firing’) reflect reliance on markets. Informal cluster analysis
eads H&S to a classification of 23 OECD countries. Six countries

ere denoted as LMEs and eleven countries as CMEs. The six mem-
ers of the third group, which we will denote as MMEs (“mixed
arket economies”), are sometimes referred to as the countries

epresenting the ‘Mediterranean’ variety of capitalism.10

H&S (pp. 20–21) show that LMEs and CMEs do not differ too
uch in terms of their economic performance. The levels of GDP

er capita and the growth rates of GDP are in the same order of
agnitude. Unemployment rates, though, are generally higher in

MEs. In general, the distribution of income is much more unequal
n LMEs and average working hours are longer. Unfortunately, the
&S hypothesis concerning the nature of innovation in the two vari-
ties was tested using data for two countries only, as we will explain
elow.

H&S (pp. 36–41) develop sensible arguments why LMEs should
e relatively good at developing radical innovations. However, they
either give a clear definition of radical innovations, nor of incre-
ental innovation. They indicate that radical innovation “entails

ubstantial shifts in product lines, the development of entirely new
oods, or major changes to the production processes (. . .)” (Hall
nd Soskice, 2001, pp. 38–39), whereas incremental innovation
s “marked by continuous but small-scale improvements to existing
roduct lines and production processes” (Hall and Soskice, 2001, p.
9). Although most economists of innovation will agree that these
escriptions do at least reflect the most important aspects of widely
ccepted definitions of the two archetypes of innovation, only few
ill support the operationalization of these descriptions chosen by
&S.

H&S stated that radical innovation is particularly important for
ynamic technology fields, such as biotechnology, semiconductors,
oftware, and telecommunications equipment. They associated
ncremental innovation with technology fields like machine tools,
onsumer durables, engines and specialized transport equipment.
o test their hypothesis, H&S compared the technological spe-
ialization patterns of a typical LME (the United States) and a
ypical CME (Germany). They found that the European Patent Office
ranted relatively many patents in dynamic technology fields to
S inventors, and relatively many patents in technology fields
ssociated to incremental innovations to German inventors. These
ndings were presented as evidence in favor of H&S’s central
ypothesis.

One of the widely accepted facts about innovations is that their

mpacts are characterized by skewness. Even in technologically
ynamic sectors, many innovations do not affect the profitability
nd/or stock market valuation of firms (see Scherer et al., 2000).
n indication that many innovations do not have an impact in

10 The ‘Mediterranean’ variety of capitalism features strong reliance on non-
arket mechanisms in corporate finance and a focus on market mechanisms in

abor relations. The classification of countries can be found in Table 2. In line with
&S, we excluded CME Iceland from the statistical analysis, as a consequence of
hich it does not appear in the table. o
olicy 38 (2009) 181–191 183

technological sense was provided by Trajtenberg (1990). He
howed that almost half of all patents ever granted up to 1982 in
he once technologically dynamic field of computed tomography
CT) scanners were never cited in subsequent patents. As will be
iscussed below, this is a strong sign that such patents were not
adical at all, even though they belong to a field that would most
robably have been associated to radical innovation by H&S.

The Neo-Schumpeterian/evolutionary theory on innovation also
tresses that technologies cannot be associated with radical inno-
ations alone. Dosi (1982), for example, argues that technologies,
ike science, are sometimes subject to paradigm shifts. These shifts
re characterized by the emergence and diffusion of one or a few
adical innovations. Afterwards, bunches of minor innovations take
lace along the lines of the new technological trajectory. Together,
hese might yield substantial gains in terms of productivity, but
hey are of an incremental nature. Similar arguments can be found
n Utterback and Abernathy (1975). H&S’s claim that specialization
f LMEs in radical innovation is remarkably stable over time (they
tudied the 1983–1984 and 1993–1994 periods) is at odds with
he literature, given that they studied technological specialization
cross fields rather than within fields. Although formal investiga-
ions into this issue are beyond the scope of this paper, we feel
hat H&S’s empirical analysis tells much more about economic spe-
ialization patterns than about technological specialization. Finally,
ver since Schumpeter (1942) introduction of the term “creative
estruction”, radical innovations have had a connotation of being
ery pervasive, i.e., affecting technological change and production
rocesses in many different industries. This aspect of radicality can-
ot be appropriately addressed by the type of analysis H&S opted

or.
In this section we introduced the reader to the main hypothesis

n the influential piece by H&S. We do not question the arguments
nderlying this hypothesis. Nevertheless, we are not convinced by
he empirical support for the hypothesis given by H&S. This opin-
on was shared by Taylor (2004), who also criticized H&S for their
hoice to test a general conjecture based on two countries (of which
he US is often considered to be an outlier) and for their neglect of
echnology life cycles. As far as we are aware, the present article
s the first to address radicality in a multidimensional way, also
tressing pervasiveness across technologies and industries.

. Tests based on patent citation indicators

This paper contributes to the relatively recent literature that
ttempts to capture the importance of innovations by means of
atent citation data. In one of the pathbreaking articles in this tra-
ition, the basic source of information is succinctly described as
ollows:

“If a patent is granted, a public document is created containing
extensive information about the inventor, her employer, and the
technological antecedents of the invention, all of which can be
accessed in computerized form. Among this information are “ref-
erences” or “citations”. It is the patent examiner who determines
what citations a patents must include. The citations serve the legal
function of delimiting the scope of the property right conveyed by
the patent. The granting of the patent is a legal statement that the
idea embodied in the patent represents a novel and useful contribu-
tion over and above the previous state of knowledge, as represented
by the citations. Thus, in principle, a citation of Patent X by Patent

Y means that X represents a piece of previously existing knowledge
upon which Y builds.” (Jaffe et al., 1993, p. 580)

As was first confirmed by Trajtenberg (1990), patents that are
ften cited by later patents are more important than patents that
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re virtually never cited. Of course, this importance depends on the
uestion whether inventors were really aware of the knowledge
laimed in earlier patents. An affirmative answer to this question is
ot warranted, since it is not the patentee who includes citations,
ut an expert employee of the patent office. In a recent paper, how-
ver, Jaffe et al. (2000) use results of surveys among inventors to
onclude that citations do give indications (although noisy ones) of
pillovers from the cited invention to the citing invention.

.1. Indicators of radicality

In this paper, we will use data contained in the NBER Patent-
itations Data File to distinguish between radical and incremental

nnovations, like Taylor (2004) did. The general idea is that patents
hat are “important” according to a number of citation-based indi-
ators are more likely to represent radical innovations than patents
hat report average or below-average importance. Three measures
f importance will be studied, “number of citations received”,
measure of generality” and “measure of originality”. The first
easure was introduced by Trajtenberg (1990), the latter two by

rajtenberg et al. (1997). Since the database also contains records
or the variable “country of first inventor”, we can study which
ountries specialize in radical patents and which do not, for each
f the dimensions of radicality.

We will denote the indicator “number of citations received” by
CITING, in line with the notation adopted by Trajtenberg et al.

1997). This indicator simply supposes that a patent that is cited
ore often than another one has had more impact on subsequent

echnological developments and can therefore be seen as more
adical.11

As was argued in the previous section, many notions of radi-
al innovation stress its property of pervasiveness, i.e., the feature
hat many industries and/or technological fields are affected by the
nnovation after the innovation itself and the knowledge associ-
ted with it have started to diffuse (see Lerner, 1994). This aspect
f importance is captured by the indicator GENERAL, which was
efined by Trajtenberg et al. (1997, p. 27) as follows:

ENERALi = 1 −
Ni∑

k=1

(
NCITINGik

NCITINGi

)2
(1)

he second term on the right hand side is basically a Herfind-
hl index, in which Ni stands for the number of different patent
lasses (indicated by k) from which patent i received citations. The
ndicator always takes on values between 0 and 1, and high val-
es represent strong pervasiveness.12 Equation (1) cannot be used
or patents that did not receive a single citation. In such cases we
ssigned a zero value to the indicator GENERAL.

Finally, we consider a measure that does not relate to the num-
er or diversity of patents citing the patent under study, but the
iversity of patents it is citing itself. If patents from several tech-
ological classes are cited in a patent, it is quite likely that many
ifferent types of knowledge had to be “combined” in order to

ome up with the patented innovation (see, e.g., Shane, 2001). Such
usion technologies can be seen as radical rather than incremental,
ecause incremental innovations generally require improvements
ith respect to one or a few technological fields. In line with

11 In an early study, Albert et al. (1991) already offered evidence that NCITING and
xperts’ valuation of patented innovations correlate positively.
12 As is indicated in the appendix of Hall et al. (2002), this measure of generality
s biased downwards if it is based on small numbers of citations. The data we use
n this study have been corrected for this bias. This also holds for the originality
ndicator proposed below.
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rajtenberg et al. (1997, p. 29), we use the indicator ORIGINAL,
hich is also expressed in terms of a Herfindahl index:

RIGINALi = 1 −
Ni∑

k=1

(
NCITEDik

NCITEDi

)2
, (2)

here NCITEDik represents the number of patents in technology
lass k cited by the patent for which the radicality is assessed. In
ine with our treatment regarding the GENERAL indicator of patents
eceiving no citations, we assign a zero value to the ORIGINAL indi-
ator if a patent does not contain any reference to earlier patents.

.2. Construction of radicality quantiles

We will define radical innovations using rankings of patents
ased on the three indicators discussed above. Patents that have
high score as compared to other patents will be considered as

adical ones. At least two important caveats apply, however.
First, propensities to patent innovations vary strongly across

ndustries, which consequently has implications for received cita-
ions (especially from subsequent patents granted to firms in the
ame industry). Using a European dataset, Verspagen and de Loo
1999) found average received citations to patents ratios ranging
rom 0.39 in the shipbuilding industry to 1.16 in the computer

anufacturing industry. Hall et al. (2002) presented qualitatively
imilar results for American patents. Substantial parts of these dif-
erences seem to be due to varying industry-specific abilities of
atents to act as (i) a way to prevent competitors from outright

mitation, (ii) a way to force other firms into negotiations (often
bout cross-licensing) or (iii) a way to have potential competitors
hanging their technological strategies, by “fencing” or “blocking”
see Cohen et al., 2000).

Second, not all citations are received at once. Verspagen and de
oo (1999) reported that the (skewed) distribution of citations to
atents issued by the European Patent Office applied for between
979 and 1997 had a mean lag of 4.67 years. Based on citations
o USPTO patents issued during a much longer period, Hall et al.
2002) even found mean lags of up to 16 years. The consequence
f the often long lags is that relatively new patents will often have
eceived fewer citations (and/or citations in fewer technological
elds) than older patents. Another issue that precludes reason-
ble comparisons of citation-based indicators across years relates
o observed increasing propensities to cite. As Hall et al. (2002)
rgued, increased computerization of the patent system led to less
ime-consuming queries by patent examiners, as a consequence of
hich the citations to patent ratios rose considerably in the 1980s.

To deal with these differences, we base our rankings on industry-
pecific cohorts of patents applied for in a given year. That is, we
rst construct quantiles for patents associated with industry i
pplied for in year t. Now, we can define the patents in the 10th
ecile as radical innovations.13 We represent the number of these
ations can be obtained by summing over appropriate indexes. The
umber of important innovations produced by country k in year t,

13 Of course, it is rather arbitrary to define the bottom 90 percent of innovations
s incremental and the top 10 percent as radical. Below, we will also report some
nalyses based on a 95/5 percent division. We will also use analytical techniques
hat take the whole set of quantiles into account, without an explicit borderline
etween incremental and radical innovations. In future work, it might be interesting
o use analytical techniques that study distributional characteristics to discern rad-
cal innovations from incremental innovations. Techniques explored by Silverberg
nd Verspagen (2007) offer a good point of departure (see Castaldi and Los, 2008,
or some industry-level explorations).
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Table 1
Hypothetical contingency table.

Quantiles 1 2 3 4 5 6 7 8 9 10 Total

Country A 190 170 150 130 110 90 70 50 30 10 1000
Country B 5 15 25 35 45 55 65 75 85 95 500
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ing estimate for this mean equals C/w.15

14 The choice of scores is somewhat arbitrary. In the bottom row of Table 1, equidis-
tant scores have been indicated. In the analysis below, we will experiment with an
otal (Ni) 195 185 175 165 155

core (ai) 1 2 3 4 5

or example, can be defined as n∗k
t ≡

m∑
i=1

n∗k
it

(with m standing for

he number of industries), and the number of important innova-
ions produced by industry i in country k over the entire period

an be written as n∗k
i

≡
T∑

t=1

n∗k
it

(with T representing the number of

ears). For some analytical techniques described below, frequen-
ies of incremental innovations are also required. The notation will
e equivalent, but asterisks will be reserved for radical innovations.
he number of patents related to incremental innovations granted
o inventors in country k will thus be indicated by nk

it
.

.3. Analytical techniques

We will basically use three techniques to analyze the ques-
ion whether LMEs do indeed specialize in radical innovations,
s was contended by H&S. The first two techniques mainly serve
escriptive goals, the third one enables us to produce a statisti-
ally sound verdict. First, we will present “Revealed Comparative
echnological Advantages” (RCTAs), which are defined in the same
ein as Revealed Comparative Advantages used in empirical anal-
ses of trade patterns. For industry i, country k’s RCTA is defined
s

CTAk
i = n∗k

i
/(n∗k

i
+ nk

i
)∑C

k=1n∗k
i

/
∑C

k=1(n∗k
i

+ nk
i
)

(3)

CTAs can also be computed for specific time periods or for aggre-
ate economies (and even groups of economies such as the class of
MEs) by choosing appropriate summations. RCTAs defined as in
quation (3) always yield nonnegative values. Values smaller than
indicate “negative specialization” in the generation of important
atents, values greater than 1 point to specialization. A problem
ith this conventional way of presenting degrees of specializa-

ion is that negative specializations are compressed into the [0,1〉
nterval, while positive specialization are spread over 〈1,∞〉. To
eport degrees of specialization in a symmetric fashion, we will
lways present the natural logarithms of the RCTAs. This type
f analysis is very comparable to what H&S used as their infor-
al test. The fundamental difference between their reliance on

atents by industry to define radical innovations and our reliance
n citation indicators remains, however. The central H&S hypothe-
is suggests higher values of the logs of the RCTAs for LMEs than for
MEs.

Our second technique to depict positive or negative specializa-
ion does not rely on a single boundary between incremental and
adical innovations. We will present histograms in which the quan-
iles of radicality are depicted on the horizontal axis. The height of
he bars indicate the relative frequencies of patents belonging to

hese quantiles as granted to inventors in the country or group of
ountries of interest. If the country would show no specialization
n innovations of a specific importance decile, all bars would be
qually high (i.e., 0.10). In this case, the 10% least important patents
ssued by USPTO to any inventor in the world would account for

a
t

s
�
c

145 135 125 115 105 1500

6 7 8 9 10

xactly 10% of the total number of patents awarded to this country.
f the H&S hypothesis is true, LMEs would yield patterns with a more
ositively or less negatively sloping set of bar heights, depending
n the specialization of countries that got patents granted but are
ot included in the analysis.

The RCTAs and diagrams with relative frequencies can sketch
nsightful pictures, but do not provide us with opportunities to test

hether observed differences between LMEs and CMEs are statis-
ically significant. In that respect, we would not gain anything in
omparison to H&S. To test for differences in the innovation spe-
ialization of two countries or groups of countries, we could use
standard �2 test based on contingency tables. Such a test com-
ares the actually observed frequencies for all cells of the table
i.e., frequencies of patents included in the defined quantiles for
he respective countries) with the expected frequencies under the
ull hypothesis of no differences in specialization. As is well known

rom the literature on categorical data analysis (see, e.g., Agresti,
002) this test is only appropriate if none of the two dimensions of
he table can be ordered in any reasonable way. In our case, how-
ver, the quantiles represent categories that can be measured on an
rdinal scale: the tenth decile is closer to the ninth decile than to
he third. The statistical test we use to avoid this problem was orig-
nally proposed by Bhapkar (1968). It is also based on observed and
xpected frequencies in contingency tables. An example of such a
able is given in Table 1.

It is assumed that country A got granted twice as many patents
s country B. If we denote the unknown probability that a random
bservation from the jth sample (j = country A, country B) belongs
o the ith category (i = 1, . . ., 10) by �ij, we might formulate our null
ypothesis as H0:

∑
iai�ij is independent of j. In this expression is ai

he “score” assigned to category i.14 H0 thus implies that the mean
cores are identical for the two countries or groups of countries.

The Bhapkar (1968) test involves the computation of a test
tatistic that should be compared with a critical value from a �2 dis-
ribution with 1 degree of freedom (if two countries are compared;
n the general case the number of degrees of freedom is equal to the
umber of samples minus one). Let pij = nij/Nj, that is, the observed

requencies divided by the row totals. Now, the sample analogs of
he population means are Aj =

∑
iaipij . If we write wj = Nj/Bj , with

j =
∑

i(ai − Aj)
2pij , Bhapkar (1968, p. 331) shows that the general-

zed least square technique now yields a large sample test statistic
= ∑

jwjA
2
j

− C2/w, with C =
∑

jwjAj and w =
∑

jwj . If the null
ypothesis of a common mean cannot be rejected, the correspond-
lternative score setup, that stresses the importance of observations in higher deciles
o a substantial extent.
15 The hypothetical samples from country A and country B would yield an X-
tatistic of 656.7, which is well above the 5% critical value of 3.84 taken from the
2 distribution with 1 d.f. Thus, the assumption that the patents of country A and
ountry B have an equal mean radicality should be rejected.
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Table 2
Revealed Comparative Technological Advantages (in logarithms)a.

#Patentsb 10%c 5%c

NCIT GEN ORI NCIT GEN ORI

LMEs 117.5 −0.22 −0.12 −0.11 −0.27 −0.16 −0.18
Australia 9.0 −0.45 −0.29 −0.30 −0.47 −0.37 −0.32
Canada 39.5 −0.14 −0.09 −0.11 −0.18 −0.11 −0.16
Ireland 0.9 −0.18 +0.13 +0.05 −0.40 +0.15 +0.36
New Zealand 1.1 −0.81 −0.35 −0.53 −1.02 −0.56 −0.60
UK 66.9 −0.23 −0.12 −0.07 −0.28 −0.16 −0.17

US 1189.7 +0.16 +0.13 +0.18 +0.19 +0.16 +0.19

CMEs 615.9 −0.26 −0.22 −0.34 −0.34 −0.28 −0.39
Austria 7.9 −0.68 −0.40 −0.39 −0.83 −0.47 −0.53
Belgium 7.9 −0.31 −0.28 −0.27 −0.37 −0.32 −0.43
Denmark 4.7 −0.41 −0.30 −0.31 −0.37 −0.37 −0.46
Finland 5.5 −0.39 −0.33 −0.34 −0.42 −0.44 −0.38
Germany 167.5 −0.46 −0.29 −0.28 −0.56 −0.36 −0.35
Japan 347.3 −0.14 −0.16 −0.39 −0.21 −0.21 −0.41
Netherlands 19.8 −0.44 −0.42 −0.31 −0.53 −0.49 −0.37
Norway 2.7 −0.56 −0.30 −0.19 −0.55 −0.60 −0.36
Sweden 20.5 −0.31 −0.19 −0.23 −0.37 −0.28 −0.37
Switzerland 32.1 −0.40 −0.26 −0.16 −0.47 −0.30 −0.29

MMEs 92.3 −0.54 −0.38 −0.29 −0.66 −0.47 −0.37
France 64.3 −0.50 −0.32 −0.21 −0.60 −0.40 −0.27
Greece 0.2 −0.77 −0.49 −0.24 −0.98 −0.19 −1.15
Italy 24.9 −0.62 −0.52 −0.48 −0.75 −0.65 −0.62
Portugal 0.1 −0.30 −0.81 −0.82 +0.01 −0.81 −∞
Spain 2.7 −0.93 −0.75 −0.82 −1.28 −0.96 −0.91
Turkey 0.1 −1.70 −1.70 −0.62 −1.01 −∞ −∞
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to inventors in that country. This disadvantage is avoided by the
second approach, “fractional counting”. This approach amounts to
Positive values indicate specialization towards radical innovation, negative valu
b #Patents refers to the total number of patents (in thousands) granted to inventor

ndicator, only patents granted in 1975 and later can be used, as a consequence of w
c x% indicates that for each industry in each year, the x% most important patents

. Data issues

As mentioned above, our main source of data is the NBER
atent-Citations Data File, which contains data on patent cita-
ions in the period 1975–1999 to all utility patents granted by the
S Patent Office in the period 1963–1999. For the present analy-

is, we used the large subset of these patents applied for in the
omewhat shorter period 1970–1995, to avoid possible problems
oncerning citation lags (see Section 3.2). The dataset contains
early 2.1 millions of patents, of which nearly 0.9 millions were
ranted to inventors outside the US. These patents also include
atents granted to individuals and governments, but more than 75%
ere awarded to non-governmental organizations (corporations

nd universities).16

The radicality indicators as taken from the same source are
ased on citations included in patents granted from 1975 to 1999.
all et al. (2002) report that more than 16.5 millions of cita-

ions were involved in the underlying computations. Self-citations
i.e., citations to previous patents granted to the same organi-
ation) are included. The GENERAL and ORIGINAL indicators of
adicality were constructed on the basis of citations from and
o patents classified into 426 3-digit original patent classes. As
e will see below, this classification is much more fine-grained

han the 42-industry classification we use to study specialization
atterns. This implies that it is very well possible that very gen-
ral innovations did have technological consequences in one or

nly a few industries as defined below. We do not consider this
s a problem, because patents with a high GENERAL indicator
ill have had a more widespread impact within such an indus-

ry than a patent with a low value for GENERAL. As such, the

16 See Hall et al. (2002, p. 413) for details.

a
i

l
v

ect specialization towards incremental innovation (see Section 3.3).
(groups of) countries listed, in the period 1970–1995. In constructing the ORIGINAL

ewer patents were used to compute the values in the columns titled ORI.
onsidered to represent radical innovations.

ormer patent can still be considered as more radical than the lat-
er.

We assign patents to industries by means of OTAF classification
odes contained in US patents. These codes are not contained in
he NBER Patent-Citations Datafile, but we could easily match the
ndustry codes in USPTO’s PATSIC-CONAME database to the cita-
ion data. The OTAF classification assigns patents to one or more
ndustries that are most likely to use the patented process or to

anufacture the patented invention. To this end, a concordance
as set up that maps 124,000 USPC classes onto 41 fields, plus
ne “other industries” category. Thus, at the most detailed level,
2 industries are discerned.17 This is also the classification we use
or the purpose of this paper. The full classification can be found in
ppendix A.

An issue we had to deal with is that 30% of the patents exam-
ned by USPTO were assigned to multiple SIC codes. Actually, some
atents got as many as seven codes. In studies like these, two
pproaches can be adopted. If the “whole counts” approach is cho-
en, the patent count for all z SICs concerned is increased by one.
his approach emphasizes the nonrival nature of knowledge, in the
ense that the usefulness of a patent for a given industry is not
ecessarily reduced if other industries could also benefit from it. A
rawback is that if one would like to aggregate patent counts over

ndustries, one ends up with more patents than have been granted
dding 1/z to patent counts of SICs assigned to the patent. This
mplies that the patent is “shared”. We opted for the fractional

17 See Hirabayashi (2003) for an overview of issues related to the principles under-
ying the PATSIC database. Griliches (1990, p. 1667) was quite critical about early
ersions of the OTAF classification, but improvements have been sizeable.
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D. Akkermans et al. / Rese

ounting method, because we would encounter problems in assign-
ng patents to radicality quantiles if a patent would fall in the xth
uantile for one industry and in the yth quantile for another rele-
ant one. Results for aggregate economies would be flawed, because
ither the recorded number of patents would be higher than the
ctual number, or the deciles would not be represented equally in
he population of all patents granted by USPTO.18

. Empirical results

.1. Revealed Comparative Technological Advantages

As a first indication for the empirical validity of the H&S hypoth-
sis, we consider the logarithms of the Revealed Comparative
echnological Advantages given by equation (3). We present two
ets of results for each of the three radicality indicators. In Table 2,
he columns in the left panel give specialization patterns for the
ase in which radical innovations are defined as belonging to the
0th deciles. The three columns in the right panel are computed
or a stricter definition of radical innovation. Only those patented
nnovations that are among the top 5% of patents filed in a year for
n industry in terms of importance are considered to be radical.

In general, the results are quite robust for the choice of upper
uantiles defining radicality. Countries that are specialized in radi-
al innovation in the left panel show a similar specialization in the
ight panel. Quite often, the specialization patterns are somewhat
ore pronounced if radical innovations are defined in a stricter

ense. The results are also robust for the indicator of radicality
hosen. Most countries appear to have experienced a negative
pecialization in radical innovation for NCITING, GENERAL and
RIGINAL. The only two countries for which the direction of spe-
ialization is dependent on the indicator are Ireland and Portugal.
or the latter country, this result might be a statistical artefact, due
o the very small number of patents granted to inventors residing
n this country.

Besides the United States, Ireland is also the only country for
hich some indication of a specialization in radical innovation is

ound. For the set of LMEs, we find specialization in incremental
nnovations. It should be stressed, however, that we excluded the
S from the LME category, unlike H&S. We did this for two reasons.
irst, the decision to apply for a patent is likely to differ between
he home market and foreign markets (see Jung and Imm, 2002).
t could well be that inventors decide first to patent at the domes-
ic patent office to get acknowledged as being a ‘technically capable
nventor’. Applications for foreign patents are more often done after
n evaluation of the potential commercial value of such a patent.
ence, domestic patents are often thought to be of an inferior qual-

ty, on average. Second, we feel that the validity of H&S’s hypothesis
hould not hinge on one country (see also Taylor, 2004). The United
tates is often considered to be the world’s technological leader.
his might of course be due to their early LME-character, but it
ppears sensible to us to consider the US as a special case.19

Before looking at the three varieties of capitalist economies as
iscerned by H&S, it is useful to assess the effects of the US on the

esults. This country shows a specialization in radical innovation,
hich runs counter to the Jung and Imm argument discussed above.
iven the large fraction of all patents granted by USPTO to inventors

n the US (see the first column of Table 3), it is to be expected that

18 The latter problem would occur if we would decide to assign the patent to the
ighest decile found across the industries to which it is assigned by the PATSIC data.
19 One could also invoke their unequalled government-sponsored defence-related
echnological activities as an argument to consider the US as a non-representative
ME.
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ost other countries will appear to be specialized in incremental
nnovation. This appears to hold for the group of LMEs as well. The
egative values are closer to zero, however, than the RCTAs found

or the group of CMEs. This can be seen as provisional evidence in
avor of H&S. The mixed type of capitalist economies appears to be

ost strongly specialized in incremental innovation.
Inspection of the RCTAs for individual countries leads us to

onclude that the specialization patterns vary quite a bit across
ountries belonging to a given type of economy. In line with Taylor
2004), we find that New Zealand and, to a lesser extent, Australia
re outliers among the LMEs. These countries turn out to have a
pecialization pattern that is closer to that of a typical CME. The
pposite holds for CME Japan. It might be that this is due to an argu-
ent put forward by Archibugi and Pianta (1992), who contended

hat large economies tend to be less specialized in specific technol-
gy fields than small countries, because the latter do not have the
esources to diversify their activities to the same extent. We feel,
hough, that this argument is much weaker in the present context. A
mall country with a strong specialization in communication tech-
ology, for example, would not waste resources by pursuing radical
nd incremental innovations simultaneously.20 The heterogeneity
ithin varieties of capitalism is a first indication against the H&S

ypothesis, which suggests homogeneous LMEs vs. homogeneous
MES.

Before turning to results for methods that view the radical vs.
ncremental innovation distinction not as a binary issue but as a

atter of gradual differences, we would like to stress that the RCTAs
resented in Table 3 are computed for aggregate economies. Similar

ndicators can also be calculated at the industry level. For reasons
f brevity, we will not document all results here, but restrict the
xposition to a few selected industries (that can be seen as covering
ubstantial parts of the manufacturing sector), the top 10% defini-
ion and the NCITING indicator only. The results are documented in
able 3.

Although we will postpone formal statistical analysis concern-
ng differences among populations based on samples until Section
.3, we can infer from Table 3 that LMEs other than the US do not
ystematically show RCTAs that indicate a stronger specialization
n radical innovation. In four of the eight selected industries, CMEs
end to be more directed towards generating radical innovations.

.2. Histograms for radicality distributions

To describe more general technological specialization patterns,
e present three histograms. The relative frequencies of patents
elonging to deciles of the entire population of all patents granted
y USPTO defined using the NCITING indicator are depicted in Fig. 1.

The four (groups of) economies exhibit clear specialization
atterns, in the sense that the heights of the bars are either
onotonically increasing or decreasing. The specialization in more

adical innovations by the US already apparent from Table 2 is
trongly confirmed by the graph. The US are not only ‘overrepre-
ented’ in the top 10% and top 5% patents, but also in less outspoken
mportant innovations. The opposite holds for economies of the

editerranean variety of capitalism. Fig. 1 indicates that the LMEs

excluding the US) and the CMEs considered as groups have rather
imilar specialization patterns. LMEs did obtain relatively many
ery unimportant patents, but also many very important patents. In
he intermediate deciles, CMEs are relatively strongly represented.

20 An effect of size is clearly present for Portugal. This country did not produce a
ingle patent that belonged to the 5% most important USPTO patents in terms of
enerality. Consequently, its specialization in such innovations appears to be minus
nfinity.



188 D. Akkermans et al. / Research Policy 38 (2009) 181–191

Table 3
Revealed Comparative Technological Advantages (in logarithms), selected industries. Radicality indicator: NCITINGa.

Industryb 5 10 15 20 25 30 35 40
Plastics Drugs Nonferrous metals Metal working

machinery
Miscellaneous
machinery

Miscellaneous
electrical machinery

Ships Aircraft

LMEs −0.093 −0.219 −0.132 −0.193 −0.172 −0.008 −0.229 −0.390
CMEs −0.267 −0.482 −0.420 −0.082 0.052 −0.469 −0.143 0.172

a Positive values indicate specialization towards radical innovation, negative values re
include the US.

b Results for the full set of industries can be obtained from the authors.

Fig. 1. Technological specialization patterns (Radicality indicator: NCITING).
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Furthermore, the differences are highly significant. The US turns out
to be most strongly specialized in radical innovation, irrespective of
the radicality indicator considered. MMEs are consistently found to
be least specialized in radical innovation, with one major exception:

Table 4
Pairwise comparisons of radicality distributions (aggregate manufacturing sector)a.

Linear scores Quadratic scores
Fig. 2. Technological specialization patterns (Radicality indicator: GENERAL).

lthough visual inspection indicates some differences in special-
zation patterns between LMEs and CMEs, we do not find strong
vidence in favor of the H&S hypothesis.

Figs. 2 and 3 present similar distributions as Fig. 1, but for the
ENERAL and ORIGINAL indicators, respectively.

The distributions indicate that there are noticeable differences

etween importance measured according to the three proposed

ndicators. With regard to ORIGINAL, LMEs seem to be much more
pecialized in radical innovation than CMEs. Concerning the GEN-
RAL indicator, the distributions for the LMEs and CMEs group is

ig. 3. Technological specialization patterns (Radicality indicator: ORIGINAL).

C
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flect specialization towards incremental innovation (see Section 3.3). LMEs do not

uch more alike Fig. 1 for NCITING. The distributions for MMEs and
he US are not sensitive in a qualitative sense to the indicator type
hosen.

.3. Statistical tests on equality of distributions

So far, we used descriptive statistics to study the validity of
he H&S hypothesis. In this subsection, we turn to the results for
hapkar’s (1968) test outlined in Section 3. Table 4 presents results

or pairwise comparisons of radicality distributions for the aggre-
ates of the four groups of countries for which the distributions
re depicted in Figs. 1–3. As we mentioned in our discussion of
he test, results might be sensitive to the scores assigned to each
ecile (see Agresti, 2002). Therefore, we present results for two
ets of scores. The left panel is obtained by using a “linear” (or
equidistant) set of scores. That is, we assigned a score ai = i to
ach of the deciles. For the rightmost panel, we adopted a scor-
ng system that weighs patents in the very important deciles more
eavily. We assigned scores ai = i2 to decile i. Cells in the table con-
ain the letters referring to the (group of) countries that turned out
o be the most radical of the countries corresponding to the rows
nd columns, respectively. Significance levels are indicated by the
umber of asterisks. Thus, C*** in the upper left cell indicates that
MEs were more specialized in radical innovation than LMEs at a
ignificance level of 1%, if linear scores are used and the radicality
ndicator is NCITING.

Overall, the results are rather robust for alternative sets of scores.
CMEs MMEs US CMEs MMEs US

itations received
LMEs CME** LME*** US*** CME* LME*** US***

CMEs CME*** US*** CME*** US***

MMEs US*** US***

enerality
LMEs LME*** LME*** US*** LME*** LME*** US***

CMEs CME*** US*** CME*** US***

MMEs US*** US***

riginality
LMEs LME*** LME*** US*** LME*** LME*** US***

CMEs MME*** US*** MME*** US***

MMEs US*** US***

a Cells in the table refer to the (group of) countries that appear to be the most
adical innovators in pairwise comparisons of the countries in corresponding rows
nd columns, respectively.

* Significant at 10%.
** Significant at 5%.

*** Significant at 1%.
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Table 5
Differences in radicality between LMEs and CMEs (by Industry)a.

NCIT GEN ORI NCIT GEN ORI

1 Food L*** L** 22 Special industry machinery C*** L***

2 Textiles L** L*** 23 General industrial machinery C*** C** L***

3 Inorganic chemistry L*** 24 Refrigeration machinery
4 Organic chemistry L*** L*** L*** 25 Miscellaneous non-electrical machinery C***

5 Plastics L*** 26 Electrical transmission machinery L***

6 Agricultural chemicals L*** L*** L*** 27 Electrical industrial apparatus C*** L***

7 Soaps L*** 28 Household appliances L*** L***

8 Paints L*** 29 Electrical lighting C***

9 Miscellaneous chemicals C** 30 Miscellaneous electrical machinery L*** L*** L**

10 Drugs L*** L*** L*** 31 Radios and TVs L***

11 Oil and gas C*** 32 Electronic components C** L*** L***

12 Rubber L*** 33 Motor vehicles C*** C***

13 Stone and glass C* L* 34 Missiles L*

14 Primary ferrous products L** 35 Ships and boats
15 Non-ferrous metals L** L*** 36 Railroad equipment
16 Fabricated metal products C** C*** 37 Motorcycles, bicycles and parts C*** C*** C**

17 Engines C*** L*** 38 Miscellaneous transport equipments C*** C*** C*

18 Farm machinery C*** C** 39 Ordinance L*** L*** L***

19 Construction machinery C*** 40 Aircraft C*** C** L***

20 Metal working machinery C*** L*** 41 Instruments C* L*** L***

21 Office machinery L*** L*** L*** 42 Miscellaneous L***

a L indicates significantly stronger specialization towards radical innovation in LMEs than in CMEs. C indicates significantly stronger specialization towards radical innovation
in CMEs than in LMEs. Blank cells indicate no significant difference in radicality between LMEs and CMEs. LMEs do not include the US. The Bhapkar test was performed using
linear scores.

* Significant at 10%.
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** Significant at 5%.
*** Significant at 1%.

f the ORIGINAL indicator is chosen, MMEs are significantly more
adical innovators than CMEs.

Of course, the results for comparisons between LMEs and CMEs
re the most interesting from the perspective of this paper. In gen-
ral, these results for the aggregate manufacturing sector seem
o confirm the H&S hypothesis. For the GENERAL and ORIGINAL
ndicators, LMEs are clearly more specialized in producing radical
nnovations. A different picture is found for NCITING, however. In
ur discussion of Fig. 1, we already indicated that LMEs showed
igh relative frequencies (as compared to CMEs) for virtually non-
ites and very highly cited patents. This phenomenon is reflected
n the test results. If very important patents do not weight very
eavily (like in the set of linear scores) CMEs appear as more spe-
ialized in radical innovations than LMEs, although significance is
eaker than for other pairwise comparisons in Table 4. Using scores

n which very highly cited patents get more weight (like in the set
f quadratic scores), we find that the significance is reduced even
urther.

We now turn to Bhapkar tests for comparisons of specializa-
ion patterns at the industry level. Our discussion of RCTAs already
ndicated that results for aggregate economies (or groups of them)
ould well hide strongly heterogeneous patterns at a lower level of
ggregation. Table 5 presents results for comparisons of specializa-
ion patterns of LMEs and CMEs for all 42 industries that we can
istinguish. To save space, we report results for the linear set of
cores. For an overwhelming majority of comparisons, application
f quadratic scoring yielded qualitatively identical results.

The results for ORIGINAL are very clear. In many industries,
he group of LMEs is more specialized in radical innovation than
he group of CMEs. Apparently, inventors in LMEs draw on a

uch broader base of technologies in producing new innovations.

f radicality of innovations is defined in this way, strong sup-
ort is found for the H&S hypothesis. This result does not carry
ver to the NCITING and GENERAL indicators, however. For these
ndicators, the results could best be described as a “mixed bag”.
eneralizing the results somewhat, we find that LMEs are rel-

i
f
o
(
t

tively more specialized in radical innovation in industries that
roduce chemicals and related products as well as in electron-

cs industries. CMEs, however, appear to have an edge over LMEs
n radical innovation concerning metals, machinery and trans-
ort equipment industries. Relative differences in the degree to
hich industries innovate and/or patent their innovations are thus

esponsible for the result that LMEs specialize more strongly in
adical innovation if the aggregate manufacturing sector is stud-
ed.

To conclude our discussion of the empirical analysis, we feel that
t offers much evidence against the H&S hypothesis. However, we do
ot refute the hypothesis as strongly as Taylor (2004) did. We found
hat countries belonging to a common variety of capitalism are very
eterogeneous in their technological specialization patterns, which

s in line with Taylor’s findings. We also found that LMEs and CMEs
end to reflect very heterogeneous specialization patterns at the
evel of industries. For some classes of industries, the H&S hypoth-
sis is confirmed, for other classes the results run counter to the
ypothesis. The main piece of strong evidence in favor of the H&S
ypothesis was found for the indicator that regards innovations
hat merge knowledge from relatively many technological fields as
adical. Hence, our industry-level analysis using indicators for mul-
iple indicators of radicality lead us to the conclusion that H&S can
ertainly not be seen as a general law, but that Taylor’s outright
ejection of the hypothesis is too strong.

. Conclusions

This paper addressed the question whether Hall and Soskice’s
2001) hypothesis that ‘liberal market economies’ specialize in rad-
cal innovation while ‘coordinated market economies’ specialize in

ncremental innovation is true or not. We first indicated why we
eel that H&S’s empirical analysis is flawed in several ways. Many
f these flaws were also identified in an earlier critique by Taylor
2004). Next, we used US data on patent citations for an analysis
hat we not only consider to be more rigorous than H&S’s, but also
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s more extended than Taylor’s.21 We studied the hypothesis not
nly for the aggregate manufacturing sector, but checked its valid-
ty at the industry level as well. Furthermore, we did not only look
t the number of citations received as an indicator of radicality,
ut also considered other dimensions: the extent to which a range
f technologies was impacted by an innovation (“generality”) and
he extent to which the innovation itself drew together knowledge
rom several technologies (“originality”).

We found that the H&S hypothesis should be rejected as a
aw that would apply to all industries and all dimensions of
adicality. Not only do LMEs and CMEs constitute varieties of
conomies that represent quite diverse patterns of specialization,
esults also turned out to be quite heterogeneous across industries.

ith regard to the received citations indicator and the generality
ndicator, LMEs roughly specialized in radical innovations in indus-
ries related to chemicals and electronics, while CMEs did so in

achinery and transport equipment industries. If we focus on the
riginality indicator, the H&S hypothesis is by and large confirmed.
ence, the truth appears to be somewhere in between the extreme

esults found by H&S on the one hand and by Taylor on the other.
The present analysis could well be broadened and deepened in

uture work. It should, for instance, be kept in mind that we only
onsidered outputs of innovation processes, like Hall and Soskice
id. Specialization in radical innovation does not necessarily mean
hat these countries are relatively good at producing such inno-
ations. Theory might predict that we would find such a relation,
ut it might well be that governments play in important role in
hoices by private organizations to aim at radical innovations. In
uch cases, countries specialized in radical innovations could have
elatively unproductive R&D processes, in terms of the number of
adical innovations per unit of input.

Another interesting issue relates to the identification of radical
nnovations. In the computations of our Relative Comparative Tech-
ological Advantages, we used manufacturing-wide cutoff-points
o assign innovations to either the class of incremental innovations
r the class of radical innovations. This is a rather crude method.
ecent advances in extreme value statistics might prove valuable in
evising methods to come up with distribution-dependent cutoff
oints that also make sense from the viewpoint of the economics of

nnovation (see Silverberg and Verspagen, 2007; Castaldi and Los,
008).

Finally, it might be worthwhile to study why specialization pat-
erns vary strongly across countries. The specialization of CMEs
owards radical innovation in machinery and transport equipment

anufacturing might hint at a role for the cumulative nature of
nnovation processes.22 In these industries, CMEs like Germany,
apan and Sweden have been leading in a technological sense for
ecades and might still draw on their base of knowledge in gener-
ting the most important innovations. This interpretation is highly
peculative, however, and needs careful scrutiny using longitudinal
nalysis.
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ppendix A

The table below contains the industry classification used, the
TAF and SIC codes, all taken from USPTO’s PATSIC-CONAME
atafile on CD-ROM.
r. Product description OTAF code SIC code

Food and kindred products 20 20
Textile mill products 22 22
Industrial inorganic chemistry 281 281
Industrial organic chemistry 286 286
Plastics materials and synthetic resins 282 282
Agricultural chemicals 287 287
Soaps, detergents, cleaners, perfumes,
cosmetics and toiletries

284 284

Paints, varnishes, lacquers, enamels,
and allied products

285 285

Miscellaneous chemical products 289 289
0 Drugs and medicines 283 283
1 Petroleum and natural gas extraction

and refining
1329 13, 29

2 Rubber and miscellaneous plastics
products

30 30

3 Stone, clay, glass and concrete products 32 32
4 Primary ferrous products 331+ 331, 332, 3399,

3462
5 Primary and secondary non-ferrous

metals
333+ 333–336, 339

(except 3399),
3463

6 Fabricated metal products 34- 34 (except
3462, 3463,
348)

7 Engines and turbines 351 351
8 Farm and garden machinery and

equipment
352 352

9 Construction, mining and material
handling machinery and equipment

353 353

0 Metal working machinery and
equipment

354 354

1 Office computing and accounting
machines

357 357

2 Special industry machinery, except
metal working

355 355

3 General industrial machinery and
equipment

356 356

4 Refrigeration and service industry
machinery

358 358

5 Miscellaneous machinery, except
electrical

359 359

6 Electrical transmission and
distribution equipment

361+ 361, 3825

7 Electrical industrial apparatus 362 362
8 Household appliances 363 363
9 Electrical lighting and wiring

equipment
364 364

0 Miscellaneous electrical machinery,
equipment and supplies

369 369

1 Radio and television receiving
equipment except communication
types

365 365

2 Electronic components and accessories
and communications equipment

366+ 366, 367
3 Motor vehicles and other motor vehicle
equipment

371 371

4 Guided missiles and space vehicles and
parts

376 376

5 Ship and boat building and repairing 373 373
6 Railroad equipment 374 374
7 Motorcycles, bicycles and parts 375 375

http://www.euklems.com/
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r. Product description OTAF code SIC code

8 Miscellaneous transportation
equipment

379- 379 (except
3795)

9 Ordinance except missiles 348+ 348, 3795
0 Aircraft and parts 372 372
1 Professional and scientific instruments 38- 38 (except

3825)
2 All other SICs 99 99
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